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A significant barrier to certifiable, trustworthy computational science at the De-
partment of Energy is the prevalent belief that proofs of accurate correspondence
between an implementation and a desired conceptual model along with its solution
are intractable. The current verification paradigm for computational science at the DOE there-
fore relies on the absence of proof of incorrectness [7]; this paradigm is woefully behind common
verification practices employed in industry and academia, and ultimately means that national se-
curity and policy decisions based on computational models lack the highest assurances possible.

To address the absence of formal guarantees of correctness of critical computational models
and simulations across DOE labs, we suggest the development of end-to-end formal methods-based
certification frameworks for scientific computing applications. These frameworks can bridge the
gap between conceptual models and their corresponding high-performance implementations.

Numerous examples from academia and industry provide strong evidence suggesting that the
development of such frameworks is possible, and that these frameworks can be used to provide
correctness guarantees for large and complex systems. Below, we provide some details on for-
mal methods-based certification frameworks relevant to each of the three areas of verification [7]
fundamental to trustworthy computational science.

Numerical algorithm verification

The current method employed for numerical algorithm verification across Department of Energy
labs relies on the accumulation of evidence from test cases. The validity of this evidence rests on the
assumption of a representative set of test cases and aims to prove that the implementation behaves
according to an informal specification of correct behavior. In contrast, formal-methods based
approaches that are extensively used in industry [6] enable the development of mathematically
precise, verifiable program specifications. Furthermore, machine-checkable proof certificates of the
correctness and numerical accuracy of imperative implementations of numerical algorithms have
been demonstrated [1, 8].

Software Quality Assurance

The complexity of computational science models and simulations increases the likelihood of human
errors and leaves the software development cycle vulnerable to adversarial agents. Before trusting
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the results of critical models and simulations, we need to establish extremely high confidence that
each component of the system on which the simulation relies, from hardware to software, is correct.
To that end, formal methods used in industry enable the precise definition of program behavior,
and ensure that records of expected behavior are consistent throughout the software development
stack [5, 6]. Fully verified software stacks that account for the behavior of underlying hardware have
been demonstrated [4]. Furthermore, recent work has demonstrated that machine-checkable proof
certificates of correctness for small system components can be composed to ensure the correctness
of larger complex systems [3].

Solution Verification

Given a set of continuous ODEs or PDEs, solution verification entails a quantitative study of how
accurately a discrete numerical implementation represents the original set of continuous equations
and its qualitative behavior. Popular opinion in the computational science community is that
formal mathematical proofs of compatibility between a numerical implementation and a continuous
model are intractable in practice [7]. However, demonstrations of such proofs have appeared in the
literature [2]. Notably these proofs come equipped with machine-checkable proof certificates that
can be integrated with the methods proposed for numerical algorithm verification and software
quality assurance.
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